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Abstract
With the rapid developments occurring in cloud computing and services, there has been a growing trend to use the cloud for large-scale data storage. This has raised the important security issue of how to control and prevent unauthorized access to data stored in the cloud. One well known access control model is the role-based access control (RBAC), which provides flexible controls and management by having two mappings, users to roles and roles to privileges on data objects. In this paper, we propose a role-based encryption (RBE) scheme that integrates the cryptographic techniques with RBAC. Our RBE scheme allows RBAC policies to be enforced for the encrypted data stored in public clouds. Based on the proposed scheme, we present a secure RBE-based hybrid cloud storage architecture that allows an organization to store data securely in a public cloud, while maintaining the sensitive information related to the organization’s structure in a private cloud. We describe a practical implementation of the proposed RBE-based architecture and discuss the performance results. We demonstrate that users only need to keep a single key for decryption, and system operations are efficient regardless of the complexity of the role hierarchy and user membership in the system.
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1. Introduction
THERE has been a growing trend in the recent times to store data in the cloud with the dramatic increase in the amount of digital information such as consumers’ personal data to larger enterprises wanting to back up databases or store archival data. Cloud data storage can be particularly attractive for users (individuals or enterprises) with unpredictable storage demands, requiring an inexpensive storage tier or a low cost, long-term archive. By outsourcing users’ data to the cloud, service providers can focus more on the design of functions to improve user experience of their services without worrying about resources to store the growing amount of data. Cloud can also provide on demand resources for storage which can help service providers to reduce their maintenance costs. Furthermore, cloud storage can provide a flexible and convenient way for users to access their data from anywhere on any device.

In role-based access control (RBAC) model, roles are mapped to access permissions and users are mapped to appropriate roles. For instance, users are assigned membership to the roles based on their responsibilities and qualifications in the organization. Permissions are assigned to qualified roles instead of individual users. Moreover, in RBAC, a role can inherit permissions from other roles, hence there is a hierarchical structure of roles. Since being first formalized in 1990’s, RBAC has been widely used in many systems to provide users with flexible access control management, as it allows access control to be managed at a level that corresponds closely to the organization’s policy and structure.

In traditional access control systems, enforcement is carried out by trusted parties which are usually the service providers. In a public cloud, as data can be stored in distributed data centres, there may not be a single central authority which controls all the data centres. Furthermore, the administrators of the cloud provider themselves would be able to access the data if it is stored in plain format. To protect the privacy of the data, data owners employ cryptographic techniques to encrypt the data in such a way that only users who are allowed to access the data as specified by the access policies will be able to do so. We refer to this approach as a policy based encrypted data access. The authorized users who satisfy the access policies will be able to decrypt the data using their private key, and no one else will be able to reveal the data content. Therefore, the problem of managing access to data stored in the cloud
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AES encryption/decryption algorithm is used for key based encryption. We have used trusted computing endorsement key approach for implementing Key based encryption/decryption algorithm on ARM. This approach made the system more secure and reliable.
is transformed into the problem of management of keys which in turn is determined by the access policies. In this paper, we present the design of a secure RBAC based cloud storage system where the access control policies are enforced by a new role-based encryption (RBE) that we proposed in the paper. This RBE scheme enforces RBAC policies on encrypted data stored in the cloud with an efficient user revocation using a broadcast encryption mechanism described in [3]. In our RBE scheme, the owner of the data encrypts the data in such a way that only the users with appropriate roles as specified by a RBAC policy can decrypt and view the data. The role grants permissions to users who qualify the role and can also revoke the permissions from existing users of the role. The cloud provider (who stores the data) will not be able to see the content of the data if the provider is not given the appropriate role. Our RBE scheme is able to deal with role hierarchies, whereby roles inherit permissions form other roles. A user is able to join a role after the owner has encrypted the data for that role. The user will be able to access that data from then on, and the owner does not need to re-encrypt the data. A user can be revoked at any time in which case, the revoked user will not have access to any future encrypted data for this role. With our new RBE scheme, revocation of a user from a role does not affect other users and roles in the system. In addition, we outsource part of the decryption computation in the scheme to the cloud, in which only public parameters are involved. By using this approach, our RBE scheme achieves an efficient decryption on the client side. We have also used the same strategy of outsourcing to improve the efficiency of the management of user to role memberships, involving only public parameters.

A. Overview of the project
Based on the proposed RBE scheme, we develop a secure cloud data storage architecture using a hybrid cloud infrastructure. This hybrid cloud architecture is a composite of private cloud and public cloud, where the private cloud is used to store only the organization’s sensitive structure information such as the role hierarchy and user membership information, and the public cloud is used to store the actual data that is in the encrypted form.

B. Related Work
One approach to enforce access control policies is to transform the access control problem into a key management problem. In the literature, there exist many hierarchy access control schemes [1] which have been constructed based on hierarchical key management (HKM) schemes, and approaches using HKM schemes to enforce RBAC policies for data storage are discussed in [1]. However, these solutions have several limitations. For instance, if there is a large number of data owners and users involved, the overhead involved in setting up the key infrastructure can be very high indeed. Furthermore, when a user’s access permission is revoked, all the keys known to this user as well as all the public values related to these keys need to changed, which makes these schemes impractical. An alternative approach for the management of keys is Hierarchical ID-based Encryption (HIBE), such as [1]. However, in a HIBE scheme, the length of the identity becomes longer with the growth in the depth of hierarchy. In addition, the identity of a node must be a subset of its ancestor node so that its ancestor node can derive this.
node’s private key for decryption. Therefore, this node cannot be assigned as a descendant node of another node in the hierarchy tree unless the identity of the other role is also the super set of this node’s identity. Recently we have seen the development of schemes built directly on RBAC policies. We introduced a role-based encryption scheme (RBE) in [1]. However, the user revocation in this scheme requires the update of all the role related parameters. Another scheme was proposed in [1]. In this scheme, the size of the cipher text increases linearly with the number of all the predecessor roles. In addition, if a user belongs to different roles, multiple keys need to be possessed by this user. Moreover, the management of the user membership for each individual role requires the use of the system secret keys. The scheme proposed in this paper overcomes these limitations, and each role can use its own secret keys to manage the user membership without the need to know the system secret keys. Moreover, the scheme proposed in this paper provides efficient user revocation. Besides RBAC, there are also other access control models such as Attribute Based Access Control (ABAC). In ABAC, access is granted based on attributes of the user. Systems define combination of attributes as the access policies, and users need to prove that they have these attributes in order to gain access. In 2006, the first attribute-based encryption (ABE) scheme was proposed in [5] based on the work in [1], and some other ABE schemes have been proposed afterwards. In these schemes, data is encrypted to a set of attributes, and users who have the private keys associated with these attributes can decrypt the data. These works have provided an alternative approach to secure the data stored in a distributed environment using a different access control mechanism, in [1]; we have shown that an ABE scheme can be used to enforce RBAC policies. However, in that approach, the size of user key is not constant, and the revocation of a user will result in a key update of all the other users of the same role. [1] Also investigated the solutions of using ABE scheme in RBAC model. However, their solution only maps the attributes to the role level in RBAC, and they assumed that the RBAC system itself would determine the user membership. Other approaches to protect data privacy in a cloud environment include using direct encryption and proxy re encryption. In these cryptographic schemes, data is allowed to be encrypted directly to the users with whom the owners wish to share the data. This is analogous to the access control policies in Discretionary Access Control (DAC) model. Hence they are usually used in systems where DAC model is adopted. Since the permissions in such systems are specified either in a flat out structure or in an access matrix, we do not compare them with our schemes as the access policies are specified differently in RBAC model.

C. Premilinaries

Our RBE scheme has the following four types of entities. SA is a system administrator that has the authority to generate the keys for users and roles, and to define the role hierarchy. RM is a role manager who manages the user membership of a role. Owners are the parties who want to store their data securely in the cloud. Users are the parties who want to access and decrypt the stored data in the cloud. Cloud is the place where data is stored and it provides interfaces so all the other entities can interact with it. We define the following algorithms for our RBE scheme:

**Setup** \( \lambda \) takes as input the security parameter \( \lambda \) and outputs a master secret key \( mk \) and a system public key \( pk \). \( mk \) is kept secret by the SA while \( pk \) is made public to all users of the system.

**Extract** \( mk, ID \) is executed by the SA to generate the key associated with the identity \( ID \). If \( ID \) is the identity of a user, the generated key is returned to the user as the decryption key. If \( ID \) is the identity of a role, the generated key is returned to the RM as the secret key of the role, and an empty user list \( RUL \) which will list all the users who are the members of that role is also returned to the RM.

**ManageRole** \( mk, IDR, PRR \) is executed by the SA to manage a role with the identity \( IDR \) in the role hierarchy. \( PRR \) is the set of roles which will be the ancestor roles of the role. This operation publishes a set of public parameters \( pubR \) to cloud.

**AddUser** \( pk, skR, RULR, IDU \) is executed by the role manager \( RM \) of a role \( R \) to grant the role membership to the user \( IDU \), which results in the role public parameters \( pubR \) and role user list \( RUL \), being updated in cloud.

**RevokeUser** \( pk, skR, RULR, IDU \) is executed by a role manager \( RM \) of a role \( R \) to revoke the role membership from a user \( IDU \), which also results in the role public parameters \( pubR \) and role user list \( RUL \), being updated in cloud.

**Encrypt** \( pk, pubR \) is executed by the owner of a message \( M \). This algorithm takes as input the system public key \( pk \), the role public parameters \( pubR \), and outputs a tuple. When this operation finishes, a cipher text is output and uploaded to cloud by the owner.

**Decrypt** \( pk, pubR, dk, C \) is executed by a user who is a member of the role \( R \). This algorithm takes as input the system public key \( pk \), the role public parameters \( pubR \), the user decryption key \( dk \), the part \( C \) from the cipher text downloaded from cloud, and outputs the message encryption key \( K \in k \).

**Implementation of System**

**A. Architecture**

In this section, we present the architecture of our secure cloud storage system. It is a hybrid cloud architecture comprising a private cloud which is used to store sensitive role hierarchy of the organization and user memberships, and a public cloud storing the encrypted data and public parameters associated with the RBE system. The users who wish to access the encrypted data and the data owners who wish to encrypt their data only interact with the public cloud. The role hierarchy and user to role mappings related to the organization are maintained in the private cloud which is only accessible to the administrator of the organization. The administrator specifies the role hierarchy and the role managers who manage the user membership relations.

We first consider the components of the system architecture shown in Figure 2.

**Public Cloud**

The numbers shown in the figure refer to the system operations which will be described in Section V-B. Public cloud is a third party cloud provider which resides outside the infrastructure of the organizations, and organizations outsource their users’ encrypted data to the public cloud. Since the public cloud is untrusted, data stored in the public cloud could be accessed by unauthorized parties, such as employees of the cloud provider and users from other organizations who are also using services from the same cloud. Therefore only public information and encrypted data will be stored in the public cloud. An untrusted public cloud may deny a user’s request for accessing stored data in the
cloud or provide users within correct data. Such behaviors will result in the users not being able to access the data stored in cloud (cf denial of service attacks), but will not cause violation of RBAC policies. These behaviors can be detected, as a user can observe the failure immediately after s/he communicates with the public cloud. In this case, organization may choose to change the cloud provider to a more reliable one, especially if the current provider is found to be malicious. The discussion of such denial of service attacks type behaviors is beyond the scope of this paper; hence in this paper, we will assume that the public cloud will faithfully execute the steps of the proposed RBE scheme and provide valid responses to users’ requests.

**Role Manager**
A role manager is the party who manages the relationship between users and roles. Each role has its own role parameters which defines the user membership. These roles parameters are stored in the private cloud. When updating the user membership of a role, the role manager needs to compute new role parameters and update them in the private cloud. None of users are affected by this operation, so role managers do not need to communicate with users, and they only need to interact with the private cloud. Before a user is included into a role, the role manager will need to authenticate the user in order to ensure that the user qualifies for the role. We do not consider the authentication mechanisms in this paper; we assume that such mechanisms exist and role managers will grant role membership only to appropriately qualified users in the system.

**Administrator**
The administrator is the certificate authority of the organization. The administrator generates the system parameters and issues all the necessary credentials. In addition, the administrator manages the role hierarchy structure of the organization. To put a role into the organization’s hierarchy structure, the administrator computes the parameters for that role. These parameters represent the position of the role in the role hierarchy, and are stored in the private cloud. When the role hierarchy changes, the administrator updates these parameters for the roles that have been changed in the private cloud.

**Owner**
Owners are the parties who possess the data and want to store the encrypted data in the public cloud for other users to access; owners specify who can access the data in terms of role-based policies. In the RBAC model, they are the parties who manage the relationship between permissions and roles. An owner can be a user within the organization or an external party who wants to send data to users in the organization. In this architecture, we consider an owner to be a logically separate component even though a user can be an owner and vice versa. Owners only interact with the public cloud, and no secret values are required for these interactions. They do not have to keep any parameters in the RBE scheme, and they need to obtain all the required parameters from the public cloud when they perform their encryption operations.

### B. System Operations

Now we describe the system operations of our proposed architecture using the steps shown in figure 3. Assume the system uses a secure encryption scheme $Enc$ to encrypt messages using the key generated in the $Encrypt$ algorithm.

**Extract**
This operation is executed by the administrator to add a user or a role into the system. Step 1 represents the interaction to
generate a decryption key for a user, and step 2 represents the interaction to generate a role secret for a role. The administrator computes the secret dk for the user or sk for the role, and sends the secret to the user or role via a secret channel;

**ManageRole**
The operation of managing a role in the role hierarchy structure is also executed by the administrator. Step 3 represents the interactions in the management of a role. The administrator decides the inheritance relationship of the role, and updates the position of a role in the role hierarchy structure. This is done in step 3 where the administrator computes and uploads the following tuple to the private cloud, <IDR, AR, BR, PR> where IDR is the identity of the role, AR, BR are computed as shown in the ManageRole algorithm, and PR is the set of all the immediate roles that inherit permissions from the role IDR.

**Add User/Revoke User**
These two operations are performed by role managers to update the user membership of roles, and the interactions for these operations are represented by steps 4 to 6. When adding or revoking users, a role manager sends the pair <IDU, t> (IDU is the user identity and t indicates the type of operation - add or revoke) to the private cloud in step 4. In step 5, the private cloud forwards this request to the public cloud and the public cloud computes and returns YR to the private cloud. In step 6, the private cloud forwards the value YR to the role manager, and the role manager verifies YR, computes and uploads the following tuple to the private cloud, <IDU, TR, WR, VR, SR> where IDU is the identity of the user, and TR, WR, VR, SR are the values computed as in AddUser / RevokeUser algorithms.

**Encryption**
Steps 7 to 9 show the processes involved in encrypting a message. When an owner wants to encrypt data M to a role R, s/he retrieves the role public parameters from the public cloud as part of the encryption key, which is shown as step 7. Since these parameters are stored in the private cloud, the public cloud forwards the owner’s request to the private cloud, and the private cloud passes back the following tuple to the public cloud in step 8. In step 9, the public cloud simply forwards the tuple to the owner. Upon receiving the role public parameters, the owner checks if the timestamp t is up-to-date and verifies the attached signature to check its validity and whether it is issued by the private cloud. If the role public parameters are verified to be valid, then the owner computes and uploads the following cipher text to the public cloud, <C1, C2, C3, Enck(M)>. After receiving the cipher text, the public cloud generates a unique index to identify the message, and stores this index value pair in the cloud.

**Decryption**
Steps 10 and 12 show the processes involved in data decryption. When a user U wants to view the data M that has been previously encrypted and stored in the public cloud, the user first requests the cipher text of M from the public cloud in step 10. Since the role parameters used in decryption are stored in the private cloud, the public cloud needs to request these parameters from the private cloud.

**Proposed Architecture Block Diagram Description**

![Diagram](image-url)
Admin Module
The access to the cloud server is provided by Admin module. Here we have created the web application in Java which is a user access control system. Role based access Model is developed. In this model we have better control on user access rights. We can create roles, create users, and associate the user to role in this admin model. For all the users an account is created with a user id and a password by taking its basic information.

Client Module
Client module is the web application created in java that allows user to access the cloud storage server. User can login into the client application to upload and download the documents. Users can give permission to a role to access a document while uploading it on server. There are 3 types of access rights the role can have:
- Downloading permission
- Modification permission
- Deleting permission

Cloud Storage server
The Cloud storage web service is created in java which is hosted on the Cloud server. This service is called by the client application whenever user upload, download, modify or delete files. We have used MYSQL database to store the files its associated keys and access rights of the user. The Cloud storage service may receive 4 types of request from client:

Uploading Request (Web service Upload File Web Method)
User uploads the file on cloud storage server through client application. Cloud storage service fetches the roles that have permissions to access the file, generates the unique key for the file and forwards the uploaded file to Raspberry PI for encryption. After encryption process is completed by PI then the file is given back to cloud storage service for storing it in database.

Downloading Request (Web Service Fetch Chunck Web Method)
User tries to download the file on cloud storage server through client application. Cloud storage service fetches the roles that have permissions to access the file and check whether the user belongs to the group of roles that have permission. If user has permission it will take the encrypted data and the key and forwards the uploaded file to Raspberry PI for decryption. After decryption process is completed by PI then the file is given back to cloud storage service which is downloaded by user.

Modification Request (Web Service Modification Cont Web Method)
User tries to modify the file on cloud storage server through client application. Cloud storage service fetches the roles that have permissions to modify the file and check whether the user belongs to the group of roles that have permission. If user has permission it will take the encrypted data and the key and forwards the uploaded file to Raspberry PI for decryption. After decryption process is completed by PI then the file content is shown the client application where in user can modify it and can store it back to cloud.

Delete Request (Web Service Delete Permission Web Method)
User tries to delete the file on cloud storage server through client application. Cloud storage service fetches the roles that have permissions to delete the file and check whether the user belongs to the group of roles that have permission. If user has permission it will delete the file from database.

ARM 11 Processor
The algorithm to encrypt or decrypt the files will be implemented on ARM. ARM processor encrypts and decrypts the file uploaded by the user. While encrypting the files a special key will be generated. This generated key is associated with the encrypted file. Whenever user wants to download the content, authorization and authentication is done by front end application. After successful authentication arm matches the user provided key with the one associated with the encrypted file. When the match is perfect then only the file is decrypted and user can download the file.

AES Algorithm
AES algorithm is used for encryption and decryption. Please refer figure 4 for AES Algorithm for encryption and decryption.

![AES Algorithm Diagram](image-url)

Fig 4. Flow Chart for Encryption / Decryption algorithm
Conclusion
Let us first consider the size of the ciphertext. From the description of the RBE scheme, we see that the cipher texts do not contain user related information, we compare the size of the ciphertext when the target role has 10 ancestor roles respectively.
Table 8.1 shows the ciphertext sizes when the sizes of plaintext are 1000 Bytes, 10 000 Bytes, 100 000 Bytes respectively. First we note that the differences in size between the plaintext and ciphertext are constant. Secondly, the ciphertext size remains the same when the number of ancestor roles changes. We conclude that the ciphertext size is linearly proportional to the size of the plaintext regardless of the number of roles and users who can decrypt the ciphertext. The size of the decryption key is another important factor in cloud storage system. The decryption key needs to be portable as users may use the storage service from different clients.
Fig. 5(a) shows the time for encrypting and decrypting files of different sizes on the client side. In this experiment, we created 5 roles and 10 users in each role. In our
measurements, the encryption time was measured from the time when an owner clicks on the upload button in the Client web app after choosing the file to be encrypted, to the time when the file upload has been completed and the owner receives the cloud’s response indicating that the transaction successful. The decryption time was measured from the time when a user starts receiving the ciphertext from the cloud till the time the plaintext is saved to a file on the local disk drive. We have gathered the encryption and decryption time of the plain text files that we uploaded and downloaded in our system. The size of files varied from 1KB to 1 MB.

The table below shows the encryption and decryption time with respect to the file size. Fig 8.1 shows the results obtained from the base paper with has only software base approach. Fig 8.2 shows the results that our system obtained. After comparing the both results we may say that our system has better encryption and decryption time.

<table>
<thead>
<tr>
<th>File Size</th>
<th>Encryption time in milliseconds</th>
<th>Decryption time in milliseconds</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 KB</td>
<td>60</td>
<td>50</td>
</tr>
<tr>
<td>10KB</td>
<td>69</td>
<td>65</td>
</tr>
<tr>
<td>100 KB</td>
<td>83</td>
<td>76</td>
</tr>
<tr>
<td>1 MB</td>
<td>90</td>
<td>85</td>
</tr>
</tbody>
</table>

**Table 8.1 Encryption/decryption time in milliseconds**

**Fig 8.1:** Client Operation time provided by base paper

**Fig 8.2:** Client Operation time taken by our system
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