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Abstract
Cloud storage services have become very popular due to their well security, availability and cost effective. To provide presence always-on access, a cloud service provider (CSP) maintains several replicas for each piece of data on geographically distributed servers. A key problem of using the replication Technique in clouds is that it is very expensive and crude to achieve strong consistency on everywhere. So first present a causal consistency as a service (CaaS) model, which consists of a large data cloud and several small audit clouds. In the CaaS model, a data cloud is maintained by a CSP, that constitute an audit cloud can verify whether the data cloud provides the promised level of consistency or not. So propose a two-level auditing, which only requires a loosely synchronized clock in the audit cloud. Then design different algorithms to quantify the seriousness of violations with two metrics: the commonality of violations, and the staleness of the value of a read. Finally, a heuristic auditing strategy (HAS) method is used to reveal as many violations as possible.
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1. Introduction
Cloud computing has become commercially popular, it promises to provide scalability, elasticity, and availability at a low cost [1]. Cloud storage services can be regarded as a typical service in cloud computing. It includes in delivery of data storage as a service, and also it includes database-like services and network attached storage, depend upon utility computing basis. By using the cloud storage services, the customers can access data stored in a cloud anytime and anywhere using any device. To meet the promise of everywhere access, the cloud service provider (CSP) stores single data replicas on multiple geographically distributed servers. A problem of using the replication technique in clouds is very expensive and crude to achieve strong consistency on a worldwide scale. If a data is replicated in four clouds then it has to be updated with new version before the user receives the data otherwise the old version will be accessed by the user, because sometimes old version may not satisfy all the needs.

As shown in the above figure within a cloud server there are five clouds will be there. Client 1 at china, Client 2 at Bombay. Client 1 and 2 cooperating on a project using cloud storage services. Client 2 uploading a new version of the demand requirements to a cs5. Client 2

Fig 1: An Application requires causal consistency
This paper investigates what consumers observe of the consistency and performance properties of various offerings. We find that many platforms seem in practice to offer more consistency than they promise [2]; we also find cases where the platform offers consumers a choice between stronger and weaker consistency, but there is no observed benefit from accepting weaker consistency properties.

Today we are increasingly more dependent on critical data stored in cloud data centers across the world. To deliver high-availability and augmented performance, different replication schemes are used to maintain consistency among replicas [3]. With classical consistency models, performance is necessarily degraded, and thus most highly-scalable cloud data centers sacrifice to some extent consistency in exchange of lower latencies to end-users. More so, those cloud systems blindly allow stale data to exist for some constant period of time and disregard the semantics and importance data might have, which undoubtedly can be used to gear consistency more wisely, combining stronger and weaker levels of consistency.

Cloud storage solutions promise high scalability and low cost. Existing solutions, however, differ in the degree of consistency they provide. Our experience using such systems indicates that there is a non-trivial trade-off between cost, consistency and availability. High consistency implies high cost per transaction and, in some situations, reduced availability. Low consistency is cheaper but it might result in higher operational cost [4] because of, e.g., overselling of products in a Webshop.

In this paper, we present a new transaction paradigm that not only allows designers to define the consistency guarantees on the data instead at the transaction level, but also allows to automatically switching consistency guarantees at runtime. We present a number of techniques that let the system dynamically adapt the consistency level by monitoring the data and/or gathering temporal statistics of the data.

Motivated by the increasing popularity of eventually consistent key-value [5] stores as a commercial service, we address two important problems related to the consistency properties in a history of operations on a read/write register (i.e., the start time, finish time, argument, and response of every operation). First, we consider how to detect a consistency violation as soon as one happens. To this end, we formulate a specification for online verification algorithms, and we present such algorithms for several well-known consistency properties. Second, we consider how to quantify the severity of the violations, if a history is found to contain consistency violations.

3. Problem Statement
A key problem is the usage of replication. Auditing technique in clouds is that it is very expensive to achieve. Auditing consistency on a worldwide scale cannot be achieved. Although the infrastructures under the cloud are much more powerful and reliable than personal computing devices, they are still facing the broad range of both internal and external threats for data integrity.

There do exist various motivations for CSP to behave unfaithfully toward the cloud users regarding their outsourced data status. In particular, simply downloading all the data for its integrity verification is not a practical solution due to the expensiveness in I/O and transmission cost across the network. Besides, it is often insufficient to detect the data corruption only when accessing the data, as it does not give users correctness assurance for those accessed data and might be too late to recover the data loss or damage.
Encryption does not completely solve the problem of protecting data privacy against third-party auditing but just reduces it to the complex key management domain. Unauthorized data leakage still remains possible due to the potential exposure of decryption keys.

Objectives
- Main objective is to provide a CAAS model and also a two-level auditing structure to help users to verify whether the cloud service provider is providing the promised consistency.
- It has to meet the promise of providing 24/7 access for end users.
- Data should be well secured in cloud server.
- It has to maintain causal consistency.

Methodology
In this concept four modules are there.
- Data Owner
- Cloud Server
- Audit Cloud
- End User

a) Data Owner
Data owner will browse the data from different sources and he will send the data to the cloud server. While sending the data, the data should be encrypted form, by using AES algorithm he will encrypt the data, and also for each and every data MAC will be generated, depending upon the file content MAC will be generated.

While encrypting the data secret key is generated by using SHA1 algorithm, after encrypting the data, data owner will submit the data to the cloud server; data should be stored in the cloud server.

b) Cloud Server
Cloud server consists of many small clouds. They must register with the cloud server. Small clouds also called as audit clouds. Among all the audit clouds auditor is elected, he is responsible for all activities.

When a data is updated to a single cloud, the same data should update to all the clouds. It has to maintain causal consistency among all the clouds.

c) Audit Cloud
Auditor is elected among all the clouds. He is responsible to verify all the data in cloud server. He is act as an intermediate between cloud server and end user. If any data is corrupted then new MAC address will be generated. Auditor will compare the MAC address if any changes occur, he will report all the information to the data owner. By using HAS method it reveals as many violations as possible.

d) End User
End user will request the data to the data owner. He will permit the end user to read the data either write the data. Then only he can permit to access the cloud server. If he violates the request then audit cloud will report to the data owner. If any data is requested audit cloud will perform two level of auditing. Local auditing is to check the type of request, and global auditing is to check the file assessment, if any data is corrupted audit will repair the data and then provide to the end user.

4. Existing System
Although the existing schemes aim at providing integrity verification for different data storage systems, the problem of supporting both public audit ability and data dynamics has not been fully addressed. How to achieve a secure and efficient design to seamlessly integrate these two important components for data storage service remains an open challenging task in Cloud Computing.

Existing commercial clouds usually restrict strong consistency guarantees to small datasets, or provide only eventual consistency. Described several solutions to achieve different levels of consistency while deploying database applications on replication. Trace based verification technique is used earlier.

5. Proposed System
Hence propose a Heuristic Auditing Strategy (HAS) which adds appropriate reads to reveal as many violations as possible. Key contributions are as follows:
1) Present a causal consistency as a service (CaaS) model that constitute an audit cloud can verify whether the data cloud provides the promised level of consistency or not.
2) It Propose a two-level auditing structure that only requires a loosely synchronized clock for ordering operations in an audit cloud.
3) Design different algorithms to quantify the severity of violations with different metrics.
4) Heuristic auditing strategy (HAS) covered as many violations as possible.

6. System Design
UML stands for Unified Modeling Language. It represents a unification of the concepts and notations presented by the three amigos. The goal is for UML to become a common language for creating models of object oriented computer software. UML is popular for its diagrammatic notations.

As shown in the fig 2, it consisting of four modules. Firstly data owner will browse and upload the file content by using AES algorithm for encryption and decryption. According to the file content MAC key will be generated, at the same time Meta data will send to the audit cloud.

In cloud server there are several clouds will be there, each data should be replicated to the all clouds to provide causal consistency. Remote user will request for the permission with the data owner. After getting the permission he will send request to the audit cloud. Audit cloud will act as an intermediate between end user and cloud server. By using two levels auditing data is provided to the end user. At last audit report will send to the data owner.
As shown in Fig 2 a use case is a methodology used in system analysis to identify, clarify, and organize system requirements. The use case is made up of a set of possible sequences of interactions between systems and users in a particular environment and related to a particular goal. It consists of a group of elements (for example, classes and interfaces) that can be used together in a way that will have an effect larger than the sum of the separate elements combined. The use case should contain all system activities that have significance to the users.

Initially data owner will browse the data and upload the data to the cloud server. In cloud server there are four cloud systems will be there, they are not dependent. At the same time data owner will send Meta data to the audit cloud, and verify the audit report whether the data will be safe or not. Audit cloud act as an intermediate between cloud server and end user, there are two types of auditing, they are global auditing and local auditing.

End user initially request for the write or read permission from the data owner. End user will request the data to the audit cloud. He will perform either global auditing or local auditing then send the data to the end user. If the data is corrupted then audit will send confirmation message to the data owner, if it is not corrupted he will send file content to the end user.

Cloud server will store the data, view the stored data. And it as capable of modifying the data. Within the cloud server there are so many independent clouds will be there. Within the cloud server a small audit cloud will be elected.

Fig 2: Architecture of the CaaS Model
As shown in Fig 4 in level 0 initially data owner browse the data and upload that data to the cloud server and also it will send Meta data to the audit cloud for the verification purpose.

In level 1 Receiver is nothing but an end user, first he will request for the write or read permission from the audit cloud, and then only he is permitted to access the data from cloud server. If end user violates the permission then audit cloud will send message to the data owner.

Audit cloud act as an intermediate he will send data from cloud server to end user. Before sending a data he will verify the content, if it is true then only end user permitted to access the data, otherwise audit will send message to the data owner.

In level 2 there are two types of audit cloud; they are local auditing and global auditing. He is responsible to verify all the data in cloud server. He is act as an intermediate between cloud server and end user.

If any data is corrupted then new MAC address will be generated. Auditor will compare the MAC address if any changes occur, he will report all the information to the data owner. By using HAS method it reveals as many violations as possible.

In Level 3 Cloud server is able to modify the file content and then process the data. If the same file is requested by the end user, before sending the data audit cloud will verify the data, if it is true then it send message to the end user, otherwise it will send confirmation message as false to the data owner.

7. Challenges
1. To meet the promise of ubiquitous 24/7 access, the cloud service provider (CSP) stores data replicas on multiple geographically distributed servers. A key problem of using the replication technique in clouds is that it is very expensive to achieve strong consistency on a worldwide scale.
2. If any data is corrupted in cloud server, it takes long time to get recover.
3. Maintaining the each and every cloud with latest updates is very crude task, it should happen quickly before the end user will retrieve the old updates.
4. Satisfy the end user requirements is also very challenging task.

8. Applications
1. Rack space cloud deployment services.
2. Soft layer cloud services.
4. The domain name system (DNS) is one of the most popular applications that implement eventual consistency.
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